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Gaussian Elimination
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AFactoro into 0, “Ytriangular matrices
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Gaussian Elimination

ASolved &
AFactoro into 0, “Ytriangular matrices
AProblems:

AZeros on the diagonal
AGrowth factors ¢ cancellation in finite precision)
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Gaussian Elimination

ASolved &
AFactoro into 0, “Ytriangular matrices
AProblems:

AZeros on the diagonal
AGrowth factors ¢ cancellation in finite precision)

AStandard solution: partial pivoting
ASwap largest value in column onto diagonal
Alntroduces expensive data movement
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Butterfly Matrix
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Recursive Butterfly Transform
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Recursive Butterfly Transform
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Relation to the Fast Fourier Transform

AFFT is a RBT followed by a permutation
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P iiaess

RBT-based Solver
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Overheads

At 'Q ¢FLOP to apply a-®ided RBT
Ac 'QELOP to apply an RBT to a vector

AQ ¢elements to store per transform
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Implementation Detalils

AUsing SLATE (Software for Linear Algebra Targeting
Exascale)
ADistributed, GPlaccelerated, dense linear algebra
ASuccessor toScaLAPACK

ARecursive transform depth of 2

Al step iterative refinement Icl
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Implementation Detalils

AMatrix might not be a multiple ot
ADistribution may not align to butterflies
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Implementation Detalils

AMatrix might not be a multiple ot
ADistribution may not align to butterflies

\ AMinor modification to avoid

IcL
INNOVATIVE

COMPUTING LABORATORY

THE UNIVERSITY OF |

LLLLLL




Accuracy results
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Performance results

Performance (TFLOP/s)
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A95% confidence interval
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Conclusions

ARecursive Butterfly Transforms can replace pivoting in
Gaussian Elimination
AOften as accurate
A1.34x to 2.08x speedup

17t

ICL
INNOVATIVE

COMPUTING LABORATORY

TTTTTTTTTTTTTTTT

i



Acknowledgements

AThis material is based upon work partially supported by the National
Science Foundation under OAC Grant No. 2004541.

AThis research used the computational resources of the Oak Ridge
Leadership Computing Facility at the Oak Ridge National Laboratory, which
IS supported by the Office of Science of the U.S. Department of Energy
under Contract No. DEAC0O5000R22725, provided by the Exascale
Computing Project (1/5G20-SC), a collaborative effort of the U.S.
Department of Energy Office of Science and the National Nuclear Security ICl

Administration. -
INNOVATIVE

COMPUTIN G LABORATORY

\\\\\\\\\\\\\\\\\

LLLLLLLLLLL




IC1

AT TENNESSEE

KNOXVILLE



Experiment Configuration

A8 nodes of Summit

AEach node

A2 processes
A2 22-core IBM POWER 9 CPUs
A6 NVIDIA Volta V100 GPUs

ADouble precision reals ICL
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ASpectrum MPI 10.3.1.2, ESSL 6.1Q St
AGCC 8.1.1, CUDA 10.1.243 i




Performance results
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